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Executive Summary

This report explores the applications of machine learning algorithms to police decision-making, specifically in relation to predictions of individuals’ proclivity for future crime. In particular, it examines legal, ethical and regulatory challenges posed by the deployment of such tools within an operational policing environment.

In the UK, the use of machine learning algorithms to support police decision-making is in its infancy, and there is a lack of research examining how the use of an algorithm influences officers’ decision-making in practice. Moreover, there is a limited evidence base on the efficacy and efficiency of different systems, their cost-effectiveness, their impact on individual rights and the extent to which they serve valid policing aims. Limited, localised trials should be conducted and comprehensively evaluated to build such an evidence base before moving ahead with large-scale deployment of such tools.

There is a lack of clear guidance and codes of practice outlining appropriate constraints governing how police forces should trial predictive algorithmic tools. This should be addressed as a matter of urgency to enable police forces to trial new technologies in accordance with data protection legislation, respect for human rights and administrative law principles.

While machine learning algorithms are currently being used for limited policing purposes, there is potential for the technology to do much more, and the lack of a regulatory and governance framework for its use is concerning. A new regulatory framework is needed, one which establishes minimum standards around issues such as transparency and intelligibility, the potential effects of the incorporation of an algorithm into a decision-making process, and relevant ethical issues. A formalised system of scrutiny and oversight, including an inspection role for Her Majesty’s Inspectorate of Constabulary and Fire and Rescue Services, is necessary to ensure adherence to this new framework.

There are various issues concerning procurement contracts between the police and private sector suppliers of predictive policing technology. It is suggested that all relevant public procurement agreements for machine learning algorithms should explicitly require that it be possible to retroactively deconstruct the algorithm in order to assess which factors influenced the model’s predictions, along with a requirement for the supplier to be able to provide an expert witness who can provide details concerning the algorithm’s operation if needed, for instance in an evidential context.

The legal and ethical issues concerning the use of machine learning algorithms for policing are complex and highly context-dependent. Machine learning algorithms require constant attention and vigilance to ensure that the predictions they provide are as accurate and as unbiased as possible, and that any irregularities are addressed as soon as they arise. For this
reason, multidisciplinary local ethics boards should be established to scrutinise and assess each case of algorithmic implementation for policing. Such boards should consist of a combination of practitioners and academics, and should provide recommendations to individual forces for practice, strategy and policy decisions relating to the use of algorithms.

A collaborative, multidisciplinary approach is needed to address the complex issues raised by the use of machine learning algorithms for decision-making. At the national level, a working group consisting of members from the fields of policing, computer science, law and ethics should be tasked with sharing ‘real-world’ innovations and challenges, examining operational requirements for new algorithms within policing, with a view to setting out the relevant parameters and requirements, and considering the appropriate selection of training and test data.

Officers may need to be equipped with a new skill set to effectively understand, deploy and interpret algorithmic tools in combination with their professional expertise, and to make assessments of risk using an algorithmically generated forecast. It is essential that the officers using the technology are sufficiently trained to do so in a fair and responsible way and are able to act upon algorithmic predictions in a way that maintains their discretion and professional judgement.
Introduction

This Whitehall Report explores the potential uses of machine learning algorithms for police decision-making, particularly in relation to individuals’ proclivity for future crime. Much of the content is based on the proceedings of a half-day conference and a series of focus groups held at the Royal United Services Institute (RUSI) on 2 May 2018, organised in partnership with the Centre for Information Rights at the University of Winchester and made possible with the generous support of PA Consulting. Attendees included policymakers and practitioners from across government, law enforcement and the wider criminal justice system, academic and legal experts, and private sector representatives.

A participatory research approach was chosen due to the value that can be gained from the experience of stakeholders in the assessment of the real-world context, diagnosis of the issues and consideration of policy requirements.¹ A focus group method facilitated the exploration of deeper perspectives from those implementing and enforcing the law, and the identification of significant issues to the practitioner.² The report is also based on the authors’ own interdisciplinary problem-oriented research undertaken over the past two years, which has involved working closely with several police forces in the UK, researching the integration of algorithmic decision-support tools into the policing process.

Despite a growing body of research examining the use of algorithms for policing and associated legal and ethical challenges,³ there remains considerable uncertainty concerning how a future

---

The purpose of this report is to work towards bridging this gap between research and policy. The report seeks to critically assess specific multidisciplinary issues relevant to the use of algorithms for policing, and provide practical recommendations designed to contribute to the fast-moving debate over policy and governance in this area. Specifically, the report aims to provide an overview of legal, ethical, regulatory and practical challenges surrounding the authorities’ use of algorithmic decision-support tools within policing, and to provide recommendations focused upon enabling controlled testing and appropriate innovation with such tools within a regulated framework.

The report is structured as follows. Chapter I provides an overview of the current situation in the UK regarding the police’s use of machine learning algorithms, outlining the main issues posed by the introduction of such technology. Chapter II explores the topics of discretion, professional judgement and accountability within policing, and how new methods of data analysis may support or threaten this. Chapter III focuses on the transparency and intelligibility of the decision-making process, and the challenges of implementing statistical tools that are not entirely transparent in how they process data. Chapter IV discusses how law enforcement agencies could implement these tools in accordance with human rights principles of fairness and proportionality. Finally, Chapter V concludes by discussing whether there is now a need for a new formalised system of regulation and oversight of the authorities’ use of machine learning algorithms, and if so, how such a framework might be implemented in practice.

Definitions and Terminology

This report is concerned with machine learning algorithms. An algorithm is defined here as a technologically automated mathematical formula, ‘a sequence of instructions that are carried out to transform the input to the output’. The focus of this report is on algorithmic tools that incorporate machine learning (‘ML algorithms’), rather than those that do not (‘non-ML algorithms’). In machine learning, the instructions are not directly provided by the programmer; instead, ‘the aim is to construct a program that fits the given data’. A machine learning program ‘is a general template with modifiable parameters, and by assigning different values to these parameters the program can do different things’. ML algorithms rely heavily on pattern recognition; they are provided with large volumes of data from different categories, and identify patterns that distinguish one category from another. While ML algorithms are frequently referred to as a form of artificial intelligence (AI), this terminology is poorly defined and potentially misleading, and for the purposes of this report the technology under discussion is referred to as ‘machine learning’.

5. Ibid., p. 24.
The theories underlying machine learning are statistical, and therefore ML algorithms deal with probabilistic classifications or predictions, not certainties, and generalisations from particular observations. As Alpaydin (2016) points out, ‘there is no guarantee that a machine learning model generalizes correctly – it depends on how suitable the model is for the task, how much training data there is, and how well the model parameters are optimized’.9 ML algorithms are inherently limited in a number of ways, particularly in their inability to establish causation within any given correlation. The probabilistic nature of the statistical methods involved makes the use of ML algorithms for policing particularly complicated from a legal and regulatory perspective.

The particular application of ML algorithms under discussion can be loosely defined as a form of ‘predictive policing’. Predictive policing is defined as ‘taking data from disparate sources, analyzing them and then using results to anticipate, prevent and respond more effectively to future crime’.9 Predictive policing is based on the notion that analytic techniques used by retailers to predict consumer behaviour can be adapted and applied to policing to predict criminal behaviour.10 To date, predictive policing technology has primarily been used to make predictions of geospatial locations where crime is likely to happen in the near future.11 Various field trials (both in the UK and the US) have demonstrated that predictive mapping software is in most cases significantly more effective at predicting the location of future crime than existing intelligence-led techniques.12

A more recent development in the field of predictive policing is the use of algorithmic risk assessment tools to make predictions related to individuals, for instance to identify high-risk offenders whose past behaviour indicates they may be at increased risk of reoffending in the near future. This paper focuses specifically on this latter type of crime prediction, referred to here as ‘algorithmic decision-support’. The many other uses of algorithms for law enforcement purposes, such as automated facial recognition, biometric identification and predictive crime mapping, have been discussed at length elsewhere and therefore are not the focus of this report.13 This report is written from an interdisciplinary perspective. It includes consideration

13. For a broader overview of the UK police’s use of data, see Alexander Babuta, ‘Big Data and Policing: An Assessment of Law Enforcement Requirements, Expectations and Priorities’, RUSI
of the implications of algorithmic decision-support tools within policing for compliance with key principles of UK law, although it is not intended to be an exhaustive review.\textsuperscript{14} This Whitehall Report focuses in particular on how data protection,\textsuperscript{15} human rights law\textsuperscript{16} and administrative law principles\textsuperscript{17} are engaged by the use of algorithmic decision-support, and the processing of personal data by such systems.

\textsuperscript{14} The European Charter of Fundamental Rights is not assessed in this report.
\textsuperscript{15} ‘Data Protection Act 2018 (UK)’.
\textsuperscript{16} ‘Convention for the Protection of Human Rights and Fundamental Freedoms’ (European Convention on Human Rights, as amended); ‘Human Rights Act 1998 (UK)’.
I. Predictive Policing and Offender Risk Assessment

Previous research examining UK police forces’ use of technology has consistently found that the police collect a vast amount of digital data on a daily basis, but often lack the technological capability to interrogate that data with the speed, precision and reliability required to take full advantage of the insights it could provide.\textsuperscript{18} To address this problem of ‘information overload’, police forces are under increasing pressure to develop more effective ways of managing the data they collect: to use analytical tools to identify connections and patterns, predict future risk, and develop proactive policing strategies that direct resources to where they are most needed. While a large proportion of police data will not lend itself to this type of analysis, it is widely accepted that more sophisticated analysis of certain categories of police data (such as crime location data and offending history) would provide police forces with a richer understanding of different crime problems, allowing them to target limited resources more efficiently.\textsuperscript{19}

In the UK, predictive policing algorithms have been in use for more than ten years, to identify geospatial locations that are most at risk of experiencing crime and to then pre-emptively deploy resources to where they are most needed – ‘predictive crime mapping’.\textsuperscript{20} Such technology employs a self-learning algorithm based on an Epidemic Type Aftershock Sequence model – the same type of statistical model that is used to predict earthquake aftershocks.\textsuperscript{21} The software uses just three data points as the input for forecasting: crime type; crime location; and crime date and time. Despite the fact that field trials in the UK have found the system to be around twice as likely to predict the location of future crime as traditional intelligence-led techniques,\textsuperscript{22} to date few forces in the UK have implemented the practice into daily policing activities. Its

\textsuperscript{18}. See Babuta, ‘Big Data and Policing’.
\textsuperscript{20}. See, for example, Bowers, Johnson and Pease, ‘Prospective Hot-Spotting’; Johnson, ‘Repeat BurglaryVictimisation’.
use is more widespread in the US, however, where it has been attributed to significant crime reductions in various jurisdictions across California and Georgia, among others.23

More recently, a major development in the police’s use of data is the implementation of algorithmic tools underpinned by machine learning to aid decision-making relating to individuals, and it is this latter type of analysis that is the focus of this report. In May 2017 it was reported that Durham Constabulary would become the first police force in the UK to implement a ML algorithm to assess the risk of individuals reoffending, in order to support custody decision-making.24 Durham’s Harm Assessment Risk Tool (HART) uses random forest forecasting (a form of supervised machine learning) to classify individuals in terms of their likelihood of committing a violent or non-violent offence over the next two years. The system bases this prediction on 34 input variables, 29 of which relate to past criminal history, and the remainder of which relate to background characteristics, such as the individual’s age, gender and postcode.25 The resulting risk score (high, medium or low) does not solely determine what further action will be taken with respect to the data subject: the risk score is one of a number of factors for the human officer to take into account when making their overall risk assessment.

While this is the first time a UK police force has implemented such a system, non-machine learning offender assessment tools have been in use elsewhere in the criminal justice system for many years. In England and Wales, the Offender Assessment System (OASys) is the national risk and needs assessment tool for adult offenders, and was initially developed between 1999 and 2001, with a new single electronic system being implemented in 2013.26 OASys incorporates a number of statistical analysis methods to measure an offender’s likelihood of reoffending, to identify any risk of serious harm, to develop individual risk management plans, and to measure progress and change over time.27 Various other actuarial offender assessment tools exist, such as the Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) tool, which is used by criminal justice practitioners in several states in the US.28

27. Ibid., p. 4.
The HART machine learning forecasting tool is currently being used for one specific purpose: to aid the assessment of offenders’ eligibility to participate in Durham Constabulary’s ‘Checkpoint Programme’, a voluntary out of court disposal designed to reduce reoffending by addressing the underlying factors causing individuals to engage in crime. Only the ‘medium’-risk cohort are eligible to participate in the Checkpoint scheme. In practice, this means that the difference between being assessed as ‘high’ or ‘medium’ risk could mean the difference between being charged with an offence and processed through the normal court system, and avoiding this altogether if accepted into the Checkpoint scheme. Other forces are in the process of developing similar systems, and it is anticipated that the use of ML algorithms for policing will become more commonplace in the coming years and be applied to a wider range of decision-making functions. While such tools are currently being used for limited policing purposes, there is potential for the technology to do much more, and the lack of a regulatory and governance framework for its use is concerning.

Serious concerns have been raised over the use of algorithms for criminal justice purposes. For instance, there has been much discussion of the issue of indirect racial bias in models that predict offending. While models such as HART and COMPAS do not include a variable for race, they do include postcode. In segregated areas, postcode can function as a proxy variable for race or community deprivation, thereby having an indirect and undue influence on the outcome prediction. A ProPublica investigation conducted in 2016 into the COMPAS system found that black defendants were almost twice as likely to be deemed at risk of offending than white defendants, though this analysis is disputed by the system’s developer, Northpointe (now ‘Equivant’).

However, where it can be demonstrated that a prediction has been unduly influenced by some form of bias, in many cases the algorithm itself may not be the source of the bias. As mentioned previously, an algorithm is merely a calculation, whereby data has some operation performed on it according to a sequence of instructions in order to produce an outcome. If the input data is biased, the algorithm may replicate (and in some cases amplify) the existing biases inherent

33. Angwin et al., ‘Machine Bias’.
in the dataset.\textsuperscript{34} Any risk assessment or forecasting method – whether or not it incorporates an algorithm – can produce biased outcomes. For instance, the Metropolitan Police Service’s (MPS) ‘Gangs Matrix’, a forecasting tool used to identify priority individuals at risk of engaging in gang violence, has been criticised by Amnesty International for being ‘racially biased’ and ‘unfit for purpose’.\textsuperscript{35} Police analysts interviewed for previous RUSI research described that the calculation of risk scores for the Gangs Matrix was almost entirely manual, explaining that it was an arduous and time-consuming process that ‘could take weeks’.\textsuperscript{36} Information provided by the Metropolitan Police Service to the authors under a Freedom of Information request also confirmed that the Matrix does not make use of an algorithm, stating ‘the automated allocation of harm scores for the MPS gang violence matrix uses a scoring methodology developed internally in the MPS. It is not an algorithm as such and does not use any third-party software to calculate these scores’.\textsuperscript{37}

Examples such as this exemplify the difficulties of using police data to make predictions (algorithmic or otherwise), data which by its nature is incomplete and often unreliable. Perhaps the most significant factor in this regard is the problem of under-reporting. The vast majority of crimes go unreported, meaning that police data provides only an incomplete snapshot of the phenomenon under investigation. This is particularly problematic when using arrest data to predict future crime, because arrest data is not necessarily representative of how crime is distributed in time and space. For instance, if a particular neighbourhood has been disproportionately targeted by police action in the past, an algorithm may incorrectly assess that neighbourhood as being at increased risk of experiencing crime in the future. Acting on the predictions may then cause that neighbourhood to again be disproportionately targeted by police action, creating a feedback loop whereby the predicted outcome simply becomes a self-fulfilling prophecy. Similarly, if a particular minority or social group has been disproportionately targeted by police action, the police may predict individual members of that group to be at increased risk of offending in the future. In reality, they may be no more likely to offend – just more likely to be arrested.

Despite the many difficulties associated with implementing ML algorithms for policing, these tools offer significant potential benefits. In particular, developing methods to more accurately predict reoffending risk has the potential to result in tangible reductions in overall crime. It has long been observed in the crime analysis literature that a small number of individuals are responsible for the majority of all crime.\textsuperscript{38} According to the most recent statistics released by

\begin{itemize}
  \item \textsuperscript{34} For further discussion, see Alexander Babuta, ‘Innocent Until Predicted Guilty? Artificial Intelligence and Police Decision-Making’, \textit{RUSI Newsbrief} (Vol. 38, No. 2, March 2018).
  \item \textsuperscript{35} Amnesty International, ‘Trapped in the Matrix: Secrecy, Stigma, and Bias in the Met’s Gangs Database’, May 2018.
  \item \textsuperscript{36} Author interviews with four police analysts, London, 18 April 2017. See Babuta, ‘Big Data and Policing’, p. 23.
  \item \textsuperscript{37} Information provided by the Metropolitan Police Service to Alexander Babuta under Freedom of Information Request 2018070000993, email, 20 August 2018.
  \item \textsuperscript{38} See, for example, Graham Farrell, ‘Crime Concentration Theory’, \textit{Crime Prevention and Community Safety} (Vol. 17, No. 4, November 2015), pp. 233–48; David Weisburd, ‘The Law of
the Ministry of Justice, for individuals processed through the justice system in England and Wales during the time period July–September 2016, the overall proven reoffending rate was 29.5% (41.7% for juveniles). This means that of all offenders who were cautioned, received a non-custodial conviction at court or were released from custody between July and September 2016, 29.5% committed a proven reoffence within a year.\(^3\) As repeat offending accounts for a large proportion of all crime, developing a system to more accurately identify those most likely to offend again would allow police forces to consistently make appropriate custody decisions and target preventive interventions to those who need them most. Incorporating statistical methods into the offender risk assessment process has the potential to improve the accuracy of these judgements: research across a wide range of fields has consistently shown that statistical forecasting in combination with professional judgement is typically more accurate in predicting future risk than clinical judgement alone.\(^4\)

The police exist to prevent crime, arrest offenders and protect victims. If statistical forecasting tools have the potential to improve citizens’ safety and security, the argument could be raised that authorities have a social obligation to trial these new methods, and to innovate and use technology in a way that is proportionate to the potential impact on human rights. The existence of a strict legal duty in this regard is likely to be highly context-specific, and may depend upon whether algorithmic methods can be demonstrated to result in a more effective investigation or policing method (and one that does not disproportionally infringe on individual rights), and importantly whether not using this method could be considered an obvious and significant failing resulting in the infringement of individual rights.\(^5\)

---


41. The court held in Commissioner of Police of the Metropolis v DSD & Anor [2018] UKSC 11 that, under Article 3 of the European Convention on Human Rights (which prohibits torture, or inhuman or degrading treatment), the state was obliged to conduct an effective investigation into crimes involving serious violence to persons, and that this should lead to ‘the enhancement of standards and the saving of resources’ [Lord Kerr]; the decision in R (DSD & Others) v The Parole Board of England and Wales [2018] EWHC 694 (Admin) might suggest that, should algorithmic assessments be demonstrated in particular circumstances to be more accurate or effective than other forms of assessment, then they should be proactively sought out.
While security technology is often perceived in dystopian terms, it is important to bear in mind that data-driven policing technologies have the potential to uphold rights as well as challenge them. As mentioned previously, existing manual risk assessment methods used by the police have been criticised for being discriminatory and unfair. ML algorithms have the potential to remove certain types of bias from these systems, providing a more objective assessment that is unaffected by extraneous factors such as the decision-maker’s mood, the weather, the time of day, and the multitude of additional factors that cloud a human decision-maker’s judgement. Similarly, computer-based tools may be able to provide clearer and more comprehensive reasoning for why they arrived at a certain prediction, whereas ‘clinical’ risk forecasting methods could be criticised for relying too heavily on the professional judgement of the human decision-maker (this is discussed further in Chapter III).

The use of ML algorithms to support police decision-making is in its infancy, and the potential outcomes of these tools are still poorly understood. The incorporation of machine learning into the criminal justice system may have unintended or indirect consequences that are difficult to anticipate. The potential benefits of these tools are likewise yet to be fully established. It is clear that new technologies must be trialled in a controlled way in order to assess their effectiveness, before being rolled out in an operational environment where they are likely to have a significant impact on citizens’ lives. However, there is currently no clear framework in place for how the police should conduct such trials. What is needed going forward are clear codes of practice to enable police forces to trial new algorithmic tools in a controlled way in order to establish whether or not a certain tool is likely to improve effectiveness of a certain policing function.

It is essential that such experimental innovation is conducted within the bounds of a clear policy framework, and that there are sufficient regulatory and oversight mechanisms in place to ensure fair and legal use of technologies within a live policing environment. Numerous recent reports have expressed concerns over the lack of policy and regulation governing the authorities’ use of ML algorithms. A recent inquiry conducted by the House of Lords Select Committee on Artificial Intelligence ‘encountered several serious issues associated with the use of artificial intelligence that require careful thought, and deliberate policy, from the Government’, stressing the need for ‘clear principles for accountability and intelligibility’. This is of particular importance in the context of policing and criminal justice.

The chapters that follow seek to address the most pressing legal and ethical concerns of implementing algorithmic tools in a police setting, in order to inform the development of a future policy framework for the use of ML algorithms in policing.

42. Le Sueur, ‘Robot Government’.
43. For further discussion, see Daniel Kahneman et al., ‘Noise: How to Overcome the High, Hidden Cost of Inconsistent Decision Making’, Harvard Business Review, October 2016, pp. 36–43.
44. See, for example, Edwards and Veale, ‘Slave to the Algorithm?’.
II. Discretion and Accountability

Those working in the criminal justice field are required to deploy discretion on a daily basis when exercising powers granted by statute or common law, such as decisions requiring ‘reasonable’ opinion or judgements of public interest. Appropriate application of discretion within policing and criminal justice ensures that the merits of individual cases are considered, individual rights are protected and rules are not applied unbendingly. Furthermore, discretion leads to accountability; the exerciser of the discretion can be held responsible for any perceived injustice or failure to deal properly with a case.

Exercise of discretion is constrained by law, codes of practice, guidance and policy. There are already many elements of a police officer’s decision-making toolkit which constrain their discretion, such as the National Decision Model, the principles of Management of Police Information (MoPI), the framework for community resolutions under the Legal Aid, Sentencing & Punishment of Offenders Act 2012, and codes of practice linked to the Police & Criminal Evidence Act 1984 and other legislation. In addition to these constraints on officer discretion, human officers do not make decisions in perfect conditions, but under various environmental pressures associated with responding to crime. They may also, for instance in confrontational operational situations, have limited time to take all relevant factors into account when deciding whether or not to take a particular action, or any action at all. Algorithms, appropriately deployed, can ‘package’ certain factors (or groups of factors) in a way that has the potential to improve the efficiency and efficacy of human decision-making, without the need for fully automated decisions.

The introduction of ML algorithms into decision-making processes involving an element of discretion may have a number of intended or unintended consequences. Where algorithms produce an output consisting of a classification or prediction, for instance in relation to risk, consideration has to be given to the relevancy of such classification or prediction to the overall

decision in question, and how an algorithmic output might affect the decision-making process in practice. Focus groups conducted with a range of practitioners from various agencies involved in policing and criminal justice revealed differing perspectives surrounding the implementation of forecasting algorithms in the field and their potential impact on discretion and professional judgement. Opinions on this ranged from ‘our professional judgement is being taken out of the equation altogether’ to the use of such algorithms being ‘a very supportive friend to discretion’.50

In a policing environment, discretion is informed by experience and knowledge of complex contextual factors, and it is challenging to accurately ‘datafy’ all relevant information to be processed by an algorithm without losing that very context.51 Fundamental principles of administrative law require public sector decision-makers to take all relevant factors into account – whether algorithmically generated or otherwise – and to assess whether the question or decision is one for which the algorithm was designed.52 The above-mentioned research highlighted the perceived importance of an officer’s ‘gut instinct’ and ‘experience’ in judging the ‘best outcome’,53 comments that reflect an importance given to considering individual circumstances as they arise. However, there is a risk that individuals may consider an algorithmic assessment as relevant to their decision or action only when it aligns with their professional judgement or intuition, potentially leading to a confirmation bias effect.54 Further research is needed to explore how practitioners’ judgement is influenced by the implementation of an algorithmic tool in practice. It would seem premature to proceed with large-scale deployment of such technology without having established such an evidence base.

The impetus for the introduction of algorithmic tools tends to come from senior management or those with a policy role, who wish to take advantage of innovations in data analytics, improve on existing imperfect manual risk assessments and even constrain possibly cloudy exercise of discretion within current processes. These objectives have a high likelihood of failure if disconnected from the views of the officer on the ground, or where theoretical benefits do not take into account the difficulties of implementation. The influence of the algorithmic output – whether forecast, prediction, classification or otherwise – cannot be assessed in isolation, but

should be considered in the ‘messy, socio-technical context’ in which it will be implemented; this is referred to by Yeung as the ‘sociotechnical assemblage’ in which the algorithm operates. Police forces implementing algorithmic tools should maintain a clear distinction between the algorithmic decision-support element and the human discretion element of the overall process being considered. The purpose of the algorithmic output should be to assist and complement officer discretion, rather than dictating the overall decision or outcome. It is appreciated that this may be challenging to achieve in environments that are highly time and resource constrained. However, this further suggests the need for robust research and testing to ascertain the implications of this immature technology before further significant deployments are undertaken.

Algorithmic tools in the policing and criminal justice field are commonly described as ‘decision-support’, the output becoming one of the factors that a human officer is required to consider when making a decision. This output may replace an assessment that was previously made by other means, for instance a manual risk assessment, or it may represent a new, altered or previously un-assessed output in the process. It can be argued that the human officer remains in control of the final assessment and can accept or reject the algorithmic output/recommendation as appropriate, after consideration of other relevant factors. There remains a risk, however, of officers coming to rely unthinkingly on an algorithmic result – and thereby illegally ‘fettering their discretion’ in practice. Furthermore, many decisions in policing depend on concepts such as reasonableness and opinions of necessity. Relying only upon a probabilistic algorithmic output could inadvertently be changing the question to be answered.

Within policing, there is little research into how the introduction of an algorithmic decision-support tool will affect police decision-making in practice, and thus what frameworks are required to ensure both that the required exercise of discretion – and thus accountability – is preserved, and that relevant algorithmic outputs are in fact taken into account. In addition, Part 3 of the Data Protection Act 2018 provides safeguards for individuals in relation to significant decisions based solely on automated processing. Although, as the Information Commissioner’s Office comments, ‘solely automated decision-making that leads to an adverse outcome is rarely used in the law enforcement context’, law enforcement bodies will now need to show that a human has provided meaningful review of the decision in order to demonstrate that the decision is not the product of automated processing.

58. ‘Data Protection Act 2018 (UK)’.
59. Ibid., ss 49–50.
The practical implications of these issues may be highly contextual. We could find, for instance, that where high levels of accuracy are claimed (based on the algorithm’s performance using training data), few officers will be willing to challenge or contradict the course of action that would follow from the algorithmic prediction, even if this is only one factor that should be considered. In some circumstances, such as where there are high levels of demand for the intervention and resources and/or time are limited, this may be a desirable or necessary outcome; in others – such as where the tool is subject to some extrinsic limit on its potential accuracy or relevance because of external factors – much less so.  

On the other hand, if the tools are only being used in an ‘advisory’ capacity, individuals may accept the tool’s deployment only when it aligns with their personal worldview and pre-existing assumptions; otherwise they may find ways in practice of minimising the impact of the tool’s output (such as foot-dragging, gaming and open critique). A clear process – and one which is cognisant of wider time and resource constraints – for resolving disagreements when professional judgement and the algorithm come to different conclusions would therefore appear to be essential.

All ‘big data’ and algorithmic analysis relies upon a human process of interpretation and inference, in respect of both inputs and outputs. The above-mentioned focus groups conducted with a range of criminal justice practitioners documented concerns among officers over the legal status of algorithms within policing, affecting their confidence in use for policing purposes. The research also revealed a desire among officers to understand what they are working with and how an algorithmic tool operates in order to build confidence. A tool which provided explanations, choices or options to the user of suitable granularity for the context, and related to the question or issue under consideration, could contribute to ensuring that the human officer becomes an active participant in the tool’s use and development – a ‘constructive critic’ rather than an uninformed and potentially unengaged user. Linked with this is the use of language such as ‘AI’ and ‘algorithm’, potentially giving such tools an aura of mystery and infallibility. If such tools were instead described in terms of what they actually did, and how they fit into the overall decision-making process, such reframing might help to improve practitioners’ reactions to, and perceptions of, these tools.

The difficult question of whether algorithmic assessments are ‘better’ than current risk assessment frameworks is a recurring one. Comparisons will hardly ever be like-for-like. The aim of the introduction of the algorithm may have been to improve efficiency or decrease the burden

---

65. See also Oswald, ‘Algorithm-Assisted Decision-Making in the Public Sector’.
of manual assessments, rather than to ‘bring in shocking new insights’. In addition, although there will inevitably be a focus on the term ‘accuracy’, true accuracy may be impossible to assess. Concerns may not materialise due to interventions, precautionary measures or other random factors. In the context of crime prevention, it is particularly difficult to demonstrate ‘accuracy’ of a forecasted prediction when that prediction leads to an intervention that prevents the forecasted outcome from happening. Some scenarios do not lend themselves to double-blind testing, for instance those involving serious offenders. As the Authorised Professional Practice risk principles state, ‘By definition, [operational] decisions involve uncertainty, ie, the likelihood and impact of possible outcomes cannot be totally predicted, and no particular outcome can be guaranteed’. The principles state further that ‘assessments of decisions should concentrate on whether they were reasonable and appropriate for the circumstances existing at the time. If they were, the decision maker should not be blamed for a poor outcome’. It is likely that criminal justice policy frameworks will need to be adapted to support such a reasonableness assessment in an algorithmically-assisted environment.

There is yet little evidence to address how the introduction of an algorithmic-support tool might affect the discretionary elements of decision-making within policing and criminal justice. In the design of algorithmic tools and their implementation into decision-making processes, consideration must be given to the risk of impeding that discretion: ‘either because all of the factors relevant to the decision cannot be included, or required elements of the decision itself cannot be appropriately codified into, or by, the algorithm’.

---

A common criticism of certain types of ML algorithms is the opacity of their data processing methods. Such tools are often referred to as ‘black boxes’ that digest large volumes of data, far beyond the capacity of a human analyst, and produce an outcome without being able to show their working. Moreover, subjects may not be aware that a decision related to them has been made with the help of an algorithm, undermining the transparency of the overall justice process. When deploying ML algorithms in a criminal justice setting, clear processes should be established to ensure that an acceptable level of transparency and intelligibility is designed into the system from the outset. This is essential for external observers and the data subject themself to be able to challenge the process by which an outcome was reached, and to ensure that such tools are being used in accordance with the requirements of the relevant data protection legislation and principles of accessibility and natural justice under the Human Rights Act 1998.69

Technical Transparency

Transparency, intelligibility and auditability are three distinct but closely related issues and are often conflated as ‘algorithmic transparency’. Making a system transparent does not necessarily entail that it is intelligible or auditable, and merely publishing an algorithm’s source code does not mean that non-experts will be able to decipher and interpret that code. Transparency can be understood as the visibility and accessibility of the algorithm’s source code and operating parameters. Intelligibility (‘explainability’) refers to the degree to which the code or disclosed information sufficiently explains how the model operates in practice appropriate to the context in which the algorithm is deployed. Auditability refers to the ability of a human observer to retroactively examine exactly how the tool arrived at a certain decision. It is important to distinguish further between transparency of the algorithmic tool itself, and transparency of the wider organisational decision-making process that incorporates the use of an algorithm.

On the issue of technical transparency, the report from the House of Lords Select Committee on Artificial Intelligence concluded that:

Based on the evidence we have received, we believe that achieving full technical transparency is difficult, and possibly even impossible, for certain kinds of AI systems in use today, and would in any case not be appropriate or helpful in many cases ... We believe it is not acceptable to deploy any artificial

69. See ‘Data Protection Act 2018 (UK)’ and ‘Human Rights Act 1998 (UK)’.
intelligence system which could have a substantial impact on an individual’s life, unless it can generate a full and satisfactory explanation for the decisions it will take.\textsuperscript{70}

Given technological limitations, it is perhaps unrealistic in all circumstances to expect machine learning decision-support systems to be able to generate full explanations for the predictions they make. The requirement for an algorithm to generate an explanation will be highly dependent on the context in which the algorithm is used and the type of decision to which it contributes. When making decisions that are likely to have a significant impact on the individual in question, it remains the responsibility of the police practitioner, rather than the machine, to be able to provide a satisfactory explanation of the various factors that led to a certain decision being made, of which the algorithmic prediction may be but one component. Furthermore, in cases where the human decision-maker’s judgement contradicts that of the algorithm, they must be able to provide coherent alternative reasoning for why they arrived at a conclusion different from the predicted outcome.

While the term ‘black box’ is frequently used to refer to machine learning, machine learning methods vary considerably in the level of transparency they are able to provide. Durham Constabulary’s HART system uses random forest forecasting, a form of supervised machine learning which uses 509 classification and regression trees to produce 509 individual predictions, with the prediction that occurs most often being used as the overall risk score.\textsuperscript{71} Supervised machine learning systems are ‘trained’ using historic datasets, allowing the algorithm to create a model of how to map inputs to outputs, which can then be deployed predictively and applied to unfamiliar, new data. It is possible to retroactively deconstruct the model, and to examine the structure of each individual tree in the forest to understand how each tree has chosen to model the data. In addition, the output of the random forest forecast computes various measures of variable importance, indicating for each variable the weighted bearing it has on the model’s prediction, and thereby the impact expected on such output if the variable were removed from the model.

In contrast to random forest forecasting, other forms of machine learning provide far less information in terms of how the model computes an outcome. For instance, neural networks, another common machine learning technique, frequently employ ‘unsupervised’ algorithms using deep learning methods to make predictions when presented with unfamiliar data. In contrast to supervised methods such as random forests, unsupervised algorithms are not trained using historic data. They are provided with a large volume of unfamiliar input data and instructed to detect patterns and trends in the data with minimal additional guidance. Rather than the classification and regression method employed by supervised algorithms, unsupervised algorithms use a method known as ‘clustering’, whereby input variables are grouped in terms

\textsuperscript{70} House of Lords Select Committee on Artificial Intelligence, ‘AI in the UK: Ready, Willing and Able?’, p. 128.

\textsuperscript{71} Berk and Hyatt, ‘Machine Learning Forecasts of Risk to Inform Sentencing Decisions’; Berk et al., ‘Forecasting Domestic Violence’.
of their common features. This typically means that it is impossible to identify which individual variables have influenced the output’s predictions.

It would seem, then, that the ‘black box’ predicament applies to certain types of algorithms but not others. In the case of machine learning techniques such as random forest forecasting, it is possible to identify which factors led to a certain risk prediction being made, thereby offering a reasonable degree of auditability, provided the information is given on actual results and not just during training. While it may prove technologically impossible to develop machine learning criminal justice algorithms that are entirely ‘transparent’ in their data processing methods, as a minimum it should be possible to retroactively deconstruct the model in this way in order to identify which factors led to a certain decision being made (counterfactuals and causal reasoning appear to also hold potential here). This is essential in order to verify that certain factors did not indirectly or unduly affect the decision.

Given the wide variation in the levels of transparency different machine learning methods are able to provide, a future regulatory framework should establish minimum standards of technical transparency for algorithms used to support police decision-making relating to individuals.

To date, auditing of algorithms has been restricted somewhat by a lack of technical capability and computational resources. However, this field is rapidly advancing, with recent studies demonstrating that it is possible to audit ‘black box’ algorithms for indirect influence ‘from the outside’, or in other words, without requiring access to the model’s internal code. There is now a growing industry of consultancy firms that claim to provide algorithmic auditing ‘as a service’ in order to assess existing algorithms for accuracy, bias, consistency, transparency, fairness and timeliness (although it seems unclear how such services would apply to particular legal or practical contexts). As noted in a recent report from the Information Commissioner’s Office, methods of data analytics such as Natural Language Generation (NLG) could be used to create coherent narratives in plain English explaining how an algorithm arrived at its prediction, and visualisation systems could be implemented to provide visual explanations of the decision-making process.

A limitation of the ‘auditability’ approach is that transparency may be retrofitted into the system rather than being built into the design from the outset. There is a risk that the fairness of the algorithm will only be scrutinised once a subject has put forward a challenge or initiated an appeals process. However, as new data is added to the system, the algorithm will change and develop, so there will always be a requirement to regularly review and challenge the fairness of the model. A preferred approach that should be prioritised in future research would be to incorporate built-in NLG functionality into the algorithm itself, so that a plain English explanation is provided alongside every risk prediction in a format that is appropriate to the context, the particular decision-maker and the application of the decision. However, such explanations can only go so far, and a range of other factors will need to be taken into account when interpreting the reliability and validity of the algorithmic prediction, such as whether the data on which the algorithm was trained matches the circumstances of the current situation, and the probabilistic margin of error used in calculating the likelihood of the predicted outcome.

Transparency of Process

Technical transparency alone is not sufficient to ensure intelligibility of the decision-making process to the data subject. If a subject wishes to challenge a decision that has been made with the help of an algorithm, it must be possible for the subject to scrutinise the algorithm’s prediction and be provided with an intelligible summary, in plain English, of the factors the model took into account, and how these factors influenced the prediction. As noted in a recent ACM survey examining ‘black box’ machine learning models, ‘there is no work that seriously addresses the problem of quantifying the grade of comprehensibility of an explanation for humans, although it is of fundamental importance’. In addition to ensuring a sufficient degree of transparency concerning the input data and how it is processed, it is essential to also ensure the explanation provided is comprehensible to non-experts.

The Council of Europe study on algorithms and human rights states that ‘the mere potential of [algorithms’] use raises serious concerns with regard to Article 6 of the ECHR [European Convention on Human Rights] and the principle of equality of arms and adversarial proceedings as established by the European Court of Human Rights’. Furthermore, the duty to give reasons within administrative law at least requires a person to be informed of the gist of the case against them so that they can present their views in a more informed way to the decision-maker. Similarly, an accused person must be given reasons post-decision where important rights are at stake. This constitutes a critical challenge if one of the factors in the decision has been produced by an algorithm that the decision-maker themself does not fully understand.

With this in mind, in addition to technical transparency, the wider organisational processes that incorporate the use of an algorithm must also be sufficiently transparent. While Section 49 of

the Data Protection Act 2018 ensures that individuals must not be subjected to solely automated decision-making in a law enforcement context.\textsuperscript{80} This requirement alone may not represent sufficient protection. While decision systems incorporating an algorithmic tool may not fall into the category of fully ‘automated’ decision-making, the potential impact of the algorithm’s prediction could be significant, and in some cases could lead to certain decisions being made that would not have been made without the use of an algorithm. For this reason, there is a need for clear legal and professional guidelines on how to present algorithmic predictions to those about whom the prediction is made.

Furthermore, in addition to providing assurances to the data subject that they have not been unfairly treated, ensuring a degree of algorithmic transparency is also essential to ensure that practitioners using the tool have sufficient confidence in the reliability of the system’s predictions and are able to consider the relevance of the input factors and of the output itself. Focus groups with practitioners revealed a strong desire to understand what data was being used by the algorithm.\textsuperscript{81} This would build officers’ confidence in the predictions, making them more likely to want to use it.

In addition to knowing what data is used by the algorithm, it is essential that those using the system sufficiently understand the inherent limitations of the technology. Most significantly, ML algorithms are designed to detect correlation, but are unable to assess whether a correlation is associated with any type of causation. For this reason, human interpretation and review is essential to ensure that bias is not inadvertently introduced into the system, or that irrelevant considerations – in the form of untrustworthy outputs or input factors that have little connection to the purpose at hand – are not taken into account in the decision-making process.

Furthermore, methods such as random forest forecasting (the form of machine learning employed by Durham Constabulary’s HART system) are able to make decisions about what types of error are more ‘acceptable’ than others. The model considers the cost ratios of different types of error, and then accounts for these calculations when the model is built. Durham’s HART model is predisposed to favour false positives over false negatives, as it is deemed by the force more harmful to underestimate the risk posed by high-risk offenders than to overestimate the risk posed by low-risk offenders.\textsuperscript{82} However, for the data subject, this could mean being labelled as high-risk by an algorithm when a human officer may have judged them as lower-risk. The fact that the model is predisposed to overestimate risk must therefore be made clear to the decision-makers required to use the algorithm, as factors such as these must be taken into account when interpreting the system’s predictions.

\textsuperscript{80} See ‘Data Protection Act 2018 (UK)’.
\textsuperscript{81} Research presented by Chief Superintendent David Powell, Hampshire Constabulary, to private audience at RUSI, London, 2 May 2018; Focus group of criminal justice practitioners and policymakers, RUSI, London, 2 May 2018.
Finally, there may be situations where access to an algorithm’s source code is required in an evidential context, and therefore this may need to be expressly stated in private sector procurement contracts. Given the transparency requirements outlined above, it is suggested that procurement contracts with private sector suppliers of police technology should be explicit in requiring access to an algorithm’s source code. The supplier should also be required to provide an expert witness who can give evidence concerning the algorithm’s operation if needed, in a court setting for instance. Moreover, previous cases have demonstrated the potential controversies arising from partnerships between police forces and private technology companies, particularly when new technological initiatives are pursued without public consultation or debate. The recent case of the piloting of predictive policing software developed by Palantir Technologies in New Orleans without the knowledge of public officials demonstrates the reputational risk to police forces of developing partnerships with technology companies without first assessing the views of the wider public. The creation of interdisciplinary local ethics boards that scrutinise and assess the implementation of algorithmic tools at the local force level may go some way towards mitigating this risk.

Principles of transparency and intelligibility should form a core component of any future policy framework governing the use of algorithms for policing, and there is a need for clear governance and oversight mechanisms to ensure adherence to these principles.

---

IV. Fairness and Bias

Use of machine learning will need to not only advance efficiency and accuracy but also be seen to be fair in its recommendations in order to be of value to the police and wider criminal justice system. As Her Majesty’s Inspectorate of Constabulary and Fire and Rescue Services articulated in its most recent police inspection (PEEL) report: ‘Justice is fairness. Public confidence in the police depends on their being conspicuously fair to everyone’.\(^{84}\) This section focuses on bias, defined here as the use or choice of data or algorithmic output that results, directly or indirectly, in an unlawful or unethical discriminatory effect on an individual, or where the data selected is unrepresentative.\(^{85}\)

It should be noted that issues of bias, the use of personal data within algorithmic systems, and the predictions or classifications about an individual delivered by an algorithm may engage Article 14 of the European Convention on Human Rights (ECHR), the right to freedom from discrimination,\(^{86}\) in conjunction with Article 8 of the ECHR, the right to respect for private life.\(^{87}\) Furthermore, the new Data Protection Act 2018\(^ {88}\) sets out six principles which govern the processing of personal data when such activity is carried out in connection with law enforcement purposes. These principles address such issues as the requirement that the processing be lawful and fair,\(^ {89}\) that the purpose of the processing be specified and legitimate,\(^ {90}\) that the data be kept no longer than necessary\(^ {91}\) and that the data be processed in a secure manner.\(^ {92}\) In the context of the current discussion it is particularly important to note that the probabilistic nature of algorithmic outputs could give rise to questions of ‘accuracy’ and ‘relevance’ which
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87. European Convention on Human Rights, Article 8, Right to respect for private and family life. Case law supports the position that Article 8 is likely to be engaged in respect to systematic storage of personal information or classification of an individual within a police database (\(R\) (on the application of \(C\)att) v. Commissioner of Police of the Metropolis and \(R\) (on the application of \(T\)) v Commissioner of Police of the Metropolis [2015] UKSC 9; \(PG\) and \(JH\) v. \(UK\) (App no. 44787/98), ECHR 2001 IX); \(S\) and \(Marper\) (App no 30562/04), judgment 4 December 2008 (Grand Chamber) [2008] ECHR 1581.
88. ‘Data Protection Act 2018 (UK)’, c. 12.
89. ‘Data Protection Act 2018 (UK)’, c. 12, ss. 35.
90. ‘Data Protection Act 2018 (UK)’, c. 12, ss. 36.
91. ‘Data Protection Act 2018 (UK)’, c. 12, ss. 39.
92. ‘Data Protection Act 2018 (UK)’, c. 12, ss. 40.
are requirements under the third and fourth data protection principles. These issues are highly context-specific, and for this reason cases must be considered on an individual basis when it is suggested that a decision made by the police may have violated any of these principles.

ML algorithms typically look for pattern recognition. The use of training data gives an opportunity for the algorithm to ‘learn’ from feedback and refine its future predictions based on past performance. The algorithm will look at the data provided and take ‘decisions’ based on prioritising, classifying, associating and filtering this information. Brent Mittelstadt and others explain that in a classification task, the ML algorithm ‘typically consists of two components, a learner which produces a classifier, with the intention to develop classes that can generalise beyond the training data’. As an example, the algorithm may have learned that certain combinations of characteristics in an individual may correlate with an increased propensity to reoffend. The question may then arise as to whether the use of this algorithm to classify an individual as a potential reoffender may be seen to be discriminatory under the law – particularly given the fact that ML algorithms merely identify correlations, rather than causation.

In a policing context, the learning process is inevitably based purely on historic data. It would be problematic for an algorithm to assess its performance over time in an operational policing environment, because the interventions that are delivered to subjects on the basis of the algorithm’s predictions are likely to alter the future course of events that would otherwise have unfolded had the intervention not been delivered; the algorithm’s prediction itself prevents the predicted outcome from happening. Caution must be exercised when using historic data to produce forecasts based on new, unfamiliar data, particularly to ensure the dataset used to train the algorithm is representative of the data on which the new predictions are being made.

Indeed, how this ‘self-learning’ process of the ML algorithm works in practice is not always clear to a human observer, and the level of sensitivity of the feedback mechanism may vary from algorithm to algorithm. As has been noted, ‘Development is not a neutral, linear path; there is no objectively correct choice at any given stage of development, but many possible choices’. Given the flexible and malleable way in which ML algorithms learn and develop, training the algorithm can be fraught with hazards as regards the characterisation and weighting given to the input data. Supervised machine learning models such as random forests rely to a large degree on the judgement of the individual who designs the model, and efforts must be made to avoid partiality or unintended bias creeping into the system. Furthermore, the determination of

93. ‘Data Protection Act 2018 (UK)’, c. 12, ss. 37, 38.
96. See Oswald et al., ‘Algorithmic Risk Assessment Policing Models’.
whether an algorithm may be considered to be biased, to involve illegal discrimination, or to be unfair can be complex and will involve a great deal of subjectivity.  

Conversely, it is possible to argue that the use of ML algorithms could assist the police in overcoming some human biases which could otherwise influence their decision-making. Brauneis and Goodman suggest that:

Algorithmically informed decision making can also help government officials avoid the biases, explicit or implicit, that may creep into less formal, ‘hunch’-based decision making ... The systematic use of data analytics can identify characteristics that have a significant correlation with recidivism and evaluate the strength of those correlations, either separately or in combination. Those correlations can then be encoded into an algorithm that estimates the risk of recidivism when fed input information about the prisoner.

It can be argued that the algorithm is neutral in that it has no self-interest, and to that extent it can be expected to treat all similar data in a similar fashion providing a consistently fair result.

As mentioned previously, one difficulty encountered with ML algorithms is that although certain protected data (such as race or religion) can be expressly excluded from the dataset provided to the algorithm, the algorithm may identify a correlation between protected data and combinations of other data available, resulting in a response which is biased just as it would be if based on the excluded protected data. This creates the possibility of generating a decision derived in part by reliance on probabilistically inferred protected information.

Even apart from the algorithm, a database itself may be biased. As mentioned previously, police-recorded data is not necessarily an accurate representation of how crime is patterned in time and space, but rather a representation of the places and people that have previously been targeted by police action. Osoba and Welser argue that ‘[a]pplying procedurally correct algorithms to biased data is a good way to teach artificial agents to imitate whatever bias the

98. For a discussion of these issues and a potential approach to dealing with them, see Michael Feldman et al., ‘Certifying and Removing Disparate Impact’, paper presented to the 2015 Association for Computing Machinery’s (ACM) Conference of the Special Interest Group on Knowledge, Discovery and Data Mining (SIGKDD), Sydney, Australia, 10–13 August 2015.
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Negative reinforcement resulting from the repeated action of the feedback loop occurring over multiple uses of the ML algorithm can then magnify these undesirable results if the data and outputs are not kept under critical review. Appropriate safeguards must therefore be put in place to ensure that algorithms are frequently reviewed as new data is added, and that potential biases are not inadvertently reinforced or amplified.

The issue of algorithmic bias and discrimination is further complicated by the fact that crime data is inherently ‘biased’ in a number of ways, because certain classes of people commit more crimes than others. For instance, men commit crime at significantly higher rates than women, are more likely to be involved in violent offences, and are more likely to reoffend. This gender imbalance has been described as ‘one of the few undisputed “facts” of criminology’. Therefore, a crime prediction system that is operating correctly will assign many more male offenders to the ‘high-risk’ category than female offenders. This can be described as a ‘fair bias’, an imbalance in the dataset that reflects real-world disparities in how a phenomenon is distributed across different demographics. As mentioned in Google’s AI Ethics Principles, ‘distinguishing fair from unfair biases is not always simple, and differs across cultures and societies’. The challenge of distinguishing ‘fair’ from ‘unfair’ bias in the policing domain is likely to pose significant problems to those seeking to develop ‘fair’ algorithmic systems, not least because such a judgement involves a significant degree of subjectivity. The protected characteristics laid out in the Equality Act 2010 are a reasonable starting point for ensuring algorithmic tools do not unduly discriminate against certain classes of individuals, but certain protected characteristics such as gender and age must clearly be factored into crime prediction tools in order to reflect the way that crime is patterned across different demographics.

Algorithmic processing of criminal justice data may also be criticised for treating a person as a member of a particular group, class or category, without taking into account additional contextual factors relevant to the decision. While the police officer dealing with the person before them can assess the specific characteristics and circumstances of the individual in question, the algorithm is merely comparing that person to a group of other people in order to assess whether they are likely to behave as the group. Thus, this method is a simplification which does not account for all of the relevant individual characteristics and idiosyncrasies of the person but treats them as a member of a predefined group, in a way that human decision-makers do not.

103. Osoba and Welser, An Intelligence in Our Image, p. 17.
106. ‘Equality Act 2010 (UK)’, c. 15.
Given the technical, organisational and legal complexities of developing and implementing fair and transparent criminal justice algorithms, such development would benefit from the close cooperation of the police, mathematicians, computer scientists, data scientists and legal experts. Such an interdisciplinary group would be able to discuss the requirements for the tool in the particular context in which it is needed, and ensure that the tool would adequately meet the requirements of the commissioning body, in this case the police. Ensuring algorithmic fairness and eliminating bias often comes at the cost of predictive accuracy. Achieving the correct balance between predictive power and algorithmic fairness would require understanding and input from all members of the team. The experience and skills gained by such an interdisciplinary group would also allow the formulation of algorithmic systems which could then be trained on other datasets held by the police to address different issues.

In terms of the supply of algorithmic systems, while the importance of managed services to policing is appreciated, caution should be exercised in relation to ‘off-the-shelf’ solutions. In the interest of developing expertise, and pursuing the multiple goals of uniformity, accuracy and fairness, control of both the software and relevant datasets should remain with the public sector body, and care should be taken to ensure that appropriate intellectual property rights are granted to the public sector body to both facilitate any modifications or updates which may need to be made in the future, and also to fulfil requirements of transparency and accountability. Developing and maintaining proprietary systems requires that there are individuals with the relevant skills and expertise working within the public authority. Efforts should be made to create attractive job opportunities within policing and criminal justice for software developers with the skills needed to develop proprietary algorithmic tools.

The potential for algorithmic bias has led some to question whether existing regulation is sufficient to ensure the fair use of machine learning. Certainly, the private sector has acknowledged the need for objectivity and fairness in the development of future machine learning systems. The Partnership on AI, composed of companies such as Facebook, Apple, Amazon, IBM and Microsoft along with numerous others, is seeking to bring ‘together diverse, global voices to realize the promise of artificial intelligence’. The Institute of Electrical and Electronics Engineers (IEEE), one of the world’s largest technical professional organisations for the advancement of technology, has launched an international endeavour called The IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems, emphasising their desire to ensure that ethics and human well-being are prioritised in the development of AI. Critics,

however, have suggested that allowing commercial entities with stakes in the result to propose ethical standards may be unwise,\textsuperscript{112} and the specific legal grounding of these various technology initiatives remains uncertain.

Use of algorithms also raises the question of whether such tools are being used in a proportionate way – whether there is a fair balance between the rights of the individual and the public purpose being pursued.\textsuperscript{113} In a society where the demands on the police are increasing while resources are more constrained, it could be argued that a tool to assist in decision making where the police officer still has authority to overrule the recommendation of the algorithm would be proportionate, but this assessment would need to be reviewed depending on the context. Clearly, if the tool produced erroneous or biased information which was not challenged by the police officer, that would be cause for serious concern, demonstrating why each case of algorithmic implementation must be handled individually and kept under vigilant review.

In a policing context, as the dataset utilised by the algorithm will be continually updated and revised, continued attention and vigilance is needed to ensure fairness of the system. In addition, the machine learning practiced by the algorithm may enhance predictive accuracy but must be monitored for bias and other unacceptable operations. Another potential difficulty is that a prediction, by its nature, is not neutral, but has the ability to exert an influence on the measured result. A report from the French data protection authority (Commission nationale de l’informatique et des libertés, or CNIL), has considered these challenges:

One of the challenges identified has to do with the changeable, scalable nature of machine learning algorithms. This characteristic is compounded by the unprecedented scale of the potential impact of algorithms run by computer programs ... How, then, should we tackle and regulate an unstable object, which is likely to engender new effects as it grows and learns – effects that could not be foreseen at the outset? Promoting a principle of ‘required continued attention and vigilance’ could be a way to address this challenge.\textsuperscript{114}

It would seem clear that ML algorithms are not something that can be initialised, implemented and then left alone to process data. The ML algorithm will require constant ‘attention and vigilance’ to ensure that the predictive assistance provided is as accurate and unbiased as possible, and any irregularities are addressed as soon as they arise.

\textsuperscript{112} Jacob Turner, ‘Letting Facebook Control AI Regulation is Like Letting the NRA Control Gun Laws’, Quartz, 6 December 2017.

\textsuperscript{113} Article 8(2) ECHR: interference with the right must be in accordance with the law, necessary in a democratic society in the interests of a legitimate aim (meets a ‘pressing social need’ and proportionate to the aim pursued): \textit{Handyside v UK} (App no 5493/72), judgment 7 December 1976, (1976) 1 EHRR 737, [1976] ECHR 5.

V. Towards a Formal System of Regulation and Oversight

This report comes at a time when considerable activity has been focused on the governance and regulation of machine learning, algorithms and data analytics. The Information Commissioner has an established regulatory role in relation to personal data underpinning machine learning, including so-called ‘Big Data’ and automated decision-making and profiling. The Data Protection Act 2018 contains a number of accountability requirements applicable to law enforcement bodies, including requirements to:

- keep internal records of processing activities;
- where relevant and as far as possible, keep clear distinctions between categories of individuals;
- integrate data principles into processing activities (data protection by design);
- carry out a data protection impact statement where processing is likely to result in a high risk to the rights and freedoms of individuals; and
- keep logs for audit and monitoring purposes of processing within IT systems.

Deployment of ethical principles for machine learning is gaining momentum, both in the private sector, such as Google’s recently announced principles for AI, and in the public sector, including the Department for Digital, Culture, Media and Sport’s (DCMS) Data Ethics Framework, revised from the 2016 Data Science Ethical Framework. Despite this, there appears to be increasing concern that existing structures are not fit-for-purpose in terms of the regulation and oversight of new algorithmic deployments.

The British Academy and Royal Society report on data governance recommended a set of high-level principles to ‘visibly sit behind all attempts at data governance across sectors’ – with the overarching principle being the promotion of human flourishing – reinforced by
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the creation of a data stewardship body.\textsuperscript{121} The House of Commons Science and Technology Committee advised that initiatives such as ‘[s]etting principles and “codes”, establishing audits of algorithms, introducing certification of algorithms,’\textsuperscript{122} and charging ethics boards with oversight of algorithmic decisions’ are all urgently needed.\textsuperscript{123}

The Royal Society’s 2017 report on machine learning, however, advised against governance structures for machine learning per se; instead, sector-specific mechanisms were preferred.\textsuperscript{124} The House of Lords Select Committee on Artificial Intelligence’s report also advised against blanket AI-specific regulation, commenting ‘that existing sector-specific regulators are best placed to consider the impact on their sectors of any subsequent regulation which may be needed’.\textsuperscript{125}

With the recent establishment of the Centre for Data Ethics and Innovation, the UK government has responded to a number of the above concerns. It does not appear, however, that the Centre will have a regulatory role. Its focus is likely to be on identifying best practice and advising on potential gaps in regulation, the proposed terms of reference suggesting a dual role consisting of maximising the benefits of data and AI for society and the economy, while advising on responsible and ethical use.\textsuperscript{126}

Future policy and guidelines should address the challenge raised by the perceived obligation to innovate in a controlled way that gives the public reassurance that individual rights are being respected.\textsuperscript{127} Uncertainty over acceptable uses of data and algorithms may mean policing organisations are reluctant to experiment and innovate. Although a number of legal frameworks apply to the use of algorithms within criminal justice – data protection, administrative law, human rights and policing legislation – these frameworks are often complex and inaccessible to practitioners working at the operational level. There is a pressing need for new guidelines that translate these legal frameworks into practical standards and organisational policy for the deployment of algorithms within policing and criminal justice.

\textsuperscript{121} The British Academy and the Royal Society, ‘Data Management and Use: Governance in the 21\textsuperscript{st} Century’, June 2017.

\textsuperscript{122} An example of which is the IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems and the IEEE P7000 Standards Projects, <https://ethicsinaction.ieee.org/>, accessed 17 September 2018.


\textsuperscript{125} House of Lords Select Committee on Artificial Intelligence, ‘AI in the UK: Ready, Willing and Able?’, p. 116.

\textsuperscript{126} Department for Digital, Culture, Media & Sport, ‘Centre for Data Ethics and Innovation: Consultation’, June 2018.

\textsuperscript{127} See the ‘experimental proportionality’ model in Oswald et al., ‘Algorithmic Risk Assessment Policing Models’. 
Furthermore, a formalised system of scrutiny and oversight – specifically for policing and criminal justice – now appears necessary to ensure fairness is maintained. There is often a conflation between authorisation and inspection in oversight frameworks, and it would be important to separate the two when considering a suitable framework for the use of algorithmic technology. There is a legitimate concern, however, that the level of oversight required to use these tools may cancel out any efficiency savings. Therefore, the requirements of such a framework must not be so restrictive that they stifle appropriate innovation. Regulatory frameworks must also be flexible enough to account for unforeseen developments in technology in the coming years; regulation should not need to be retrofitted in response to technological advances.

It is likely that the proposed regulatory and oversight framework will take time to construct and implement, and there is a risk that policy development will be outpaced by technological advancements. Therefore, the immediate priority should be to establish clear codes of practice setting out how police forces should trial algorithmic predictive policing tools within an operational environment.

The recent controversy raised by the trials of facial recognition technology by the Metropolitan and South Wales police forces illustrates the challenges raised by experimentation and innovation in live policing environments. As outlined in the London Policing Ethics Panel’s Interim Report on Live Facial Recognition:

Limited trials are of value to test whether a technology can effectively serve valid policing aims, whether expenditure on it is likely to be a good use of public funds, and whether it supports economical use of limited policing resources. However, trials should take place within clear and appropriate constraints and without any prior assumption that testing the technology justifies future deployment.

Similarly, in the case of policing algorithms, it is essential that future development is informed by a reliable evidence base of the efficacy and efficiency of different systems, their cost-effectiveness, their impact on individual rights and the extent to which the implementation of the tool serves valid policing aims. In order to build such an evidence base, there is a need for clear codes of practice outlining clear and appropriate constraints governing how police forces should trial ‘predictive policing’ tools. Such limited trials must then be comprehensively and independently evaluated before moving ahead with large-scale deployment. Large-scale deployment of such tools will only be justified if the local trial stage has clearly demonstrated that deployment of the tool (i) serves valid policing aims, (ii) is effective in carrying out the function(s) it is intended to, (iii) is cost-effective and represents an efficient use of limited resources, and (iv) conforms to the requirements of data protection legislation and does not infringe on human rights or administrative law principles.

Regardless of whether these requirements are met, the issues discussed in this report highlight the urgent need to clarify appropriate regulatory and oversight mechanisms for the deployment of such tools for policing purposes. This framework should operate in such a way that it respects the autonomy of forces and the value of experimental innovation within operational environments, while setting minimum standards around issues such as transparency and intelligibility, the potential effects of the incorporation of an algorithm into a decision-making process and how to assess these, and the full consideration of all relevant ethical issues.
Recommendations

- The Home Office should develop codes of practice outlining clear and appropriate constraints governing how police forces should trial predictive policing tools, including instructions concerning ‘experimentation’ in live operational environments focused upon fairness and proportionality. Such limited trials must then be comprehensively and independently evaluated before moving ahead with large-scale deployment.

- The College of Policing should develop guidance within the Authorised Professional Practice with respect to the deployment of a ML algorithm within a decision-making process. This should include guidance on how police forces should present algorithmic predictions to those about whom the prediction is made. A clear process for resolving disagreements when professional judgement and the algorithm come to different conclusions should also be established within this guidance.

- The inspection role of Her Majesty’s Inspectorate of Constabulary and Fire and Rescue Services should be expanded to include assessment of forces’ compliance with the above-mentioned new guidance. This will provide an accountability mechanism to ensure police forces are developing new tools in accordance with relevant legislation and ethical principles.

- Officers may need to be equipped with a new, different skill set to effectively understand, deploy and interpret algorithmic tools (including the potential for bias), in combination with their professional expertise, and to make assessments of risk using an algorithmically generated forecast. The College of Policing should consider developing a course to equip officers with such a skill set, akin to the Digital Media Investigator training programme.

- A future regulatory framework should establish minimum standards of technical transparency for algorithms used to support police decision-making relating to individuals, which can be adapted for particular contexts and decision-making environments. As a minimum, ML algorithms should only be permitted for criminal justice purposes if it is possible to retroactively deconstruct the algorithm in order to assess which factors influenced the model’s predictions and how the prediction has been generated. This requirement should be included in all relevant public procurement agreements, along with a requirement for the supplier to be able to provide an expert witness who can give evidence concerning the algorithm’s operation if needed.

- When an algorithmic prediction is utilised in an evidential context, or is involved in judgements concerning criminal justice outcomes, in order for the data subject to be able to scrutinise the specific factors that led to a certain decision being made, the list of variables included in the model must be made available. The data subject should also have the option to review the algorithmic tool itself, and be provided with an intelligible output of the prediction, indicating in plain English the influence that each variable had on the system’s overall prediction.

- A national working group consisting of members from the fields of policing, computer science, law and ethics should be tasked with sharing innovations and challenges, and
with looking at the requirements for new ML algorithms within policing, with a view to setting out the relevant parameters and requirements, and considering the appropriate selection of training and test data. Such a group should also work towards establishing principles concerning ‘fair’ and ‘unfair’ biases in predictive policing algorithms.

- The College of Policing and National Police Chiefs’ Council should develop a standardised Terms of Reference and structure for local ethics boards, which will scrutinise and assess the implementation of algorithms for policing and criminal justice. Such ethics boards should consist of a combination of practitioners and academics, and should provide recommendations to individual forces for practice, strategy and policy decisions relating to the use of algorithms.
- ML algorithms must not be initialised, implemented and then left alone to process data. The ML algorithm will require constant ‘attention and vigilance’ to ensure that the predictive assistance provided is as accurate and unbiased as possible, and that any irregularities are addressed as soon as they arise. Each case of algorithmic implementation for policing should be regularly scrutinised in this way by the above-mentioned local ethics boards.
- Further research is needed to examine the real effect of the introduction of an algorithmic decision-support tool into a range of decision-making environments within UK policing and criminal justice. The impact of a variety of design and presentation options relating to both risk indicators and algorithmic output should be considered, in order to assess how these influence behaviour and acceptance.
- Future research into the use of transparent algorithms for policing and criminal justice purposes should prioritise developing NLG functionality that is incorporated into the system, so that individuals are always provided with an English language explanation outlining the factors the algorithm took into account when calculating its prediction, and any potential uncertainties or error margins present in the output.
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